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Five things you can do now

At Google, we've spent more than a decade improving the energy efficency of our data canters, and we've
picked up some best practices along the way. Whether you're running a small or large data center, you can
apply several simple design choices to improve the efficency of your facility, reduce costs, and reduce your
impact cn the environment.

Here are our top five best practicas:

1. Measure PUE

Google's Green Data Centers: Network POP
Case Study (PDF)

In additon 1o the large-scale data centers used
to deliver our web sanvices, we maintain several
small, network pont of presences (POPs). See
how we applied some of the efficiency best
practices during & retrofit to save money and
reduce greenhouse gas emissions.

You can't manage what you don't measure, so be sure o track your data center's energy use. The industry uses a
ratic called Power Usage Effectiveness (PUE) to measure and help reduce the energy used for non-computing

variations affect PUE. Learm mora.

2. Manage airflow

functions like coolng and power distribution. To effectively use PUE, it's important to measure often. We sample at
least once per second. It's even more important to capture energy data over the entire year, since seasonal weather

- | Good ar flow management is crucia to efficient data canter cperation. Minimeze hot and cold air mixing by using

without having to recrganize your computing reom. Learn more.
CRAC

3. Adjust the thermostat

-

well-designad containment. Then, eliminate hot spots and be sure to use blanking plates (or flat sheets of metal) for
any empty slots in your rack. We've found that a little analysis can have big payoffs. For example, thermal modeiing
using computational fluid dynamics (CFD) can help you quickly characterze and optimize air flow for your facility

The need to keep data centers at 70°F is a myth. Virtualy all equipment manufacturers allow you 10 run your cold
alsle at BO*F or higher. If your faclity uses an economizer {which we highly recommend), run elevated cold alisle

temperatures to enable more days of “free coolng” and higher energy savings. Learn more.
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Waze battery consumption CQUOTE |  sfe0
O by sfe0 » Sat Jun 02, 2012 10:01 am Posts: 4
Joined: Thu May 24, 2012 10:29 am
Hello all! Has thanked: 0 time

Been thanked: 0 time
Been using Waze for about two weeks now and | really like it. Haven’t been stuck in any traffic

jam during this time, like | normally do this time of year, but | have received a few warnings
from Waze and driven alternative roads with great success. Thank You for that!

But, how come Waze uses so much battery?

| have a SonyEricssonArcS and the SonyEricsson car charger is the only one I've tried this far that
can cope with the energy hungry Waze app. All other chargers, 4 of them, can’t deliver enough
current to keep the phones battery from draining when running Waze. The phone itself gets very
hot and from what I've read on the net this isn’t a problem just for me.

| also use another similar app in my Xperia and that is the Geocaching app “Neongeo”. Neongeo,
like Waze, uses GPS, a-GPS, maps, shows me moving around on the map, live internet update
and keeps the phones screen always on. Still, it consumes what seems like much less power
than Waze and the phone does not get hot at all.

Why?
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Research Questions

* RQ1: What are the most common energy-related
problems faced by software developers?

 RQ2: What are the main causes for software
energy consumption problems?

 RQ3: What solutions do developers employ or
recommend to save energy”

16



Energy-Related Problems

e Measurements

(59/97 — Q/A) « Context-specific

(83/110 — Q/A)

* General « Noise (107/134 — Q/A)
Knowledge

(40/84 — Q/A)

» Code design
(36/133 — Q/A)

17
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‘I want to measure the energy consumption of my own

a,o,o//cat/on (which | can modify) [...] on Windows CE 5.0 and : '»
Windows Mobile 5/6. Is there some kind of API for this?”  §

e Measurements

(59/97 — Q/A) « Context-specific

(83/110 — Q/A)

* General « Noise (107/134 — Q/A)
Knowledge

(40/84 — Q/A)

» Code design
(36/133 — Q/A)
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t Are there any s/w high level design considerations ,‘
[...] to make the code as power efficient as possible?” ‘

e Measurements

(59/97 — Q/A) « Context-specific

(83/110 — Q/A)

* General « Noise (107/134 — Q/A)
Knowledge

(40/84 — Q/A)

e Code design
(36/133 — Q/A)
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Energy-Related Problems

 Measurements e (Context-specific
(59/97 — Q/A) (83/110 — Q/A)

e (3eneral e Noise (1 07/134 —
Knowledge Q/A)

(40/84 — Q/A)

| — Highest popularity
» Code design « — Highest A per Q ratio
(36/133 — Q/A) — Highest success rate
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Energy-Related Causes

* Unnecessary
resource usage
(49 occurrences)

* Fault GPS behavior
(42 occurrences)

* Background
activities (40
occurrences)

 EXxcessive
synchronization
(32 occurrences)

 Background
wallpapers (17
occurrences)

e Advertisement (11
occurrences)

21
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f “to have a background application that monitors device usage, %

identifies unused/idle resources, and acts appropriately”
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* Unnecessary e EXcessive
resource usage synchronization
(49 occurrences) (32 occurrences)

e Fault GPS behavior  Background
(42 occurrences) wallpapers (17

occurrences)

* Background
activities (40 » Advertisement (11
occurrences) occurrences)
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' “When there are bugs that keep the GPS turned on
f too long they go to the top of the list to get fixed” }

 Unnecessary e EXcessive
resource usage synchronization
(49 occurrences) (32 occurrences)

o Fault GPS behavior « Background

(42 occurrences) wallpapers (17

occurrences)
* Background

activities (40 » Advertisement (11
occurrences) occurrences)
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Energy-Related Solutions

« Keep IOtoa * Hardware
minimum (29 Coordination (11
occurrences) occurrences)

e Concurrent
Programming (9
occurrences)

* Bulk operations
(24 occurrences)

* Avoid polling (17

occurrences) * Race toidle (7

occurrences)
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“do not flood the output stream with null values’
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» Keep IO to a * Hardware
occurrences) occurrences)

e Concurrent
Programming (9
occurrences)

* Bulk operations
(24 occurrences)

* Avoid polling (17

occurrences) * Racetoidle (7

occurrences)
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2 “Don't transfer say 1 file, and then wait for a bit to do another

transfer. Instead, transter right after the other.”
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e Keep IO to a . Hardvvlare.
minimum (29 Coordination (11
Ooccurrences)

Ooccurrences)

« Concurrent
Programming (9
occurrences)

* Bulk operations
(24 occurrences)

* Avoid polling (17

occurrences) * Race toidle (7

occurrences)
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DO researchers

,’ﬁ Wi
. Keep IO toa  Hardware
minimum (29 Coordination (11
occurrences) occurrences)
 Bulk operations * Concurrent

Programming (9

(24 occurrences)
occurrences)

* Avoid polling (17

occurrences) * Racetoidle (7

occurrences)
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Do researchers &) &
agree? -
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feep 1910 3 Hardware
minimum (29 Coordination (11

occurrences) occurrences)
VBLHK operations Q\\i
(24 occurrences) 4

Avoid polling (17
OCCUrrences)

- Concurrent
occurrences)

Race to idle (7
@B occurrences)
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19M Repos

SELECT (repository url + '/commit/' + payload commit id) as commit link, repository url,

repository owner, repository name, payload commit id, payload commit email,

payload commit msg, payload commit name, payload commit flag, created at
FROM [githubarchive:github.timeline]

WHERE payload commit msg is not null

AND PARSE UTC USEC(created at) <= PARSE UTC USEC ('2014-05-15 23:59:59")

AND (lower (payload commit msg) like

OR
OR
OR
OR
OR
OR
OR
AND type
GROUP BY

ORDER BY

TPOweIr COnNSUunmt
lower (payload commit msg) like '%power efficien%
lower (payload commit msg) like '%¥power savi'

lower (payload commit msg) like '¥save poweri'

lower (payload commit msg) like '%energy consumi
lower (payload commit msg) like '%energy efficien%'
lower (payload commit msg) like '%energy savi

lower (payload commit msg) like '¥save energyi')
= 'PushEvent'’

commit link, payload commit msg, repository url, payload commit id,
created at, repository owner, repository name, payload commit email,
payload commit name, payload commit flag

created at asc

i
!

Query Oﬂ
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GitHub
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19M R

|l

OS

SELECT (repository url + '/commit/' + payload commit id) as commit link, repository url,

repository owner, repository name, payload commit id, payload commit email,
payload commit msg, payload commit name, payload commit flag, created at
FROM [githubarchive:github.timeline]
WHERE payload commit msg is not null
AND PARSE UTC _USEC(created_at) <= il el inii g asicames
AND (lower (paylocad commit msg) lfﬁihr swer consumé¥ - ‘
OR lower (payload commit msc® like ) 2fficien%
OR lower (payload commit msgg like 3av

OR lower (payload commit mscl like 'isave

OR lower(pay;oad_commit_quj{like ¥energy consum
OR lower (payload commit msgg like '

OR lower (payload commit msofl like '%energy savi

OR lower (payload commit mscl like 'isave energyi \
AND type = 'PushEvent' T e e A R T I e

GROUP BY commit link, payload commit msg, repository url, payload commit id,
created at, repository owner, repository name, payload commit email,
payload commit name, payload commit flag

ORDER BY created at asc

i
!

Query Oﬂ

2.189 Commits
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1,005 Commits

Query on
GitHub Archive J

1
i
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Research Questions

 RQ1. What are the solutions that developers use to
save energy in practice?

* RQ2. What software quality attributes may be
given precedence over energy consumption?

* RQ3. How are energy-saving solutions distributed
over the software stack”

41



RQ1: Solutions

Frequency and voltage scaling (50 occurrences)
Use power efficient library/device (45 occurrences)
Disabling features or devices (42 occurrences)
Energy bug fix (26 occurrences)

Low power idling (22 occurrences)

Timing out (16 occurrences)

42



RQ1: Solutions

* Frequency and voltage scaling (50 occurrences)

Reduce Wifi voltage for power savings Browse files

Should be heneficial for 2 witi only device

P 10.1

Metalllce authored on Jun 27, 2012 1 parent 3cee2da comnit 34°47380103%e04c382ffag5badlbd40b81217c51
Snowing 1 changed file with 1 addition and 1 deletion. Unified Split

2 m arch’arm/mach-omapz/board-esprosso-wifl.c View

static struct fixer_valtage_config e<pressa_vwlan = {

SJpply_nane = "wwll271",
- microvolts = 2000200,
- microvolts = 1306200,
.startup_delay = JA042,
.e%able_nigk =1,
.e%abled_at_boot = @,

43



RQ2: Quality Attributes

Correctness (7 occurrences)
Responsiveness (6 occurrences)
Performance (3 occurrences)

No actual power saving (3 occurrences)

Miscellaneous (3 occurrences)
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RQ2: Quality Attributes

e Correctness (7 occurrences)

semi working - sensors read out, but bad radio

Quashed compile bug and redid some documentation, but radio does not
transmit proper values — t prabably can't handle the array in the
typedef struct. will have to Tix that. the sensors scan fine anc write
correctly to the array (varified by serial output) - a.so, the power
savinc delay has the ability tc corrupt serial transmissions. changing
these to regular delays fixes this. - getting there!

Browse files

I’ master (#4)

: Teslafly authored on Apr 19, 2014 1 parent b5bc8fa conmit 659%9afda36zcle@a23dc36d6T56Tadsab83812¢91
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RQ2: Quality Attributes

* Responsiveness (6 occurrences)

cpufreq: boost the sampling rate on touch event Browse files

For better Ux res
consunption. So, boost the sampling rate to 20ms on every
touch event for 2.5 ms and later reset to default rate.
Also, change sampling down factor proportional tc the

sampling rate.

ponsiveness ondemand sampling rate
a 20ns samplinc rate increases power

Change-Id: I111blcf3b8edl33347149afc34d329d@384ecfch
Signed-off-by: Narayanan Gopalakrishnan <nargop@codeaurora.crg:

Pem-10.1 3.0 + jellybean - jellybean-stable + mri-staging

Narayanan Gopalakrishnan authored on Aug 9. 2012 1 parent b56043a conmit 69444T7e65ddd4af2af7193921ab€7c4cad91ff412

% intervigilium committed an Ot 5, 2012
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RQ3: Software Stack

OPERATING
- SYSTEMS

Iry s aned Design Ponciples

’
) »

William Stallings

Application programs

Libraries/utilities

Operating system

Execution hardware

, Memory
System interconnect translation
(bus)
2 -4 e /A y
1O ::1 ICes Main
: memory
networking :
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RQ3: Software Stack

8 8 C O m m |tS « I Application programs I

Application includes
embedded applications,

desktop application, and
mobile applications.

Libraries/utilities

Operating system

Execution hardware

_ Memory
System interconnect translation
(bus)
1O devices
‘ ;::iu “ Man
: memory
networking :
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RQ3: Software Stack

8 8 C O m m |tS « I Application programs I

42 Embedded

Application includes
embedded applications,

desktop application, and
mobile applications.

Libraries/utilities

Operating system

Execution hardware

_ Memory
System interconnect translation
(bus)
1O devices
‘ ;::iu “ Man
: memory
networking :

49

|

Software

Hardware

OPERATING

2

William Stallings



RQ3: Software Stack

88 Commits « I Application programs |

42 Embedded
21 Arduino

Libraries/utilities

Software

Operating system

Execution hardware

Application includes Semory
embedded applications, System (itlfconnect tramslation | \. T —
desktop application, and i i
mobile applications. oo N
networking R
OPERATING
X\
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RQ3: Software Stack

Application programs

e —

5 O C O m m I tS « s Software

Operating system

Execution hardware

Libraries/Utilities include scripts System interconnect ramslation| Hardware
and embedded libraries. (bws) f
110 iﬁ;iceq Main
networking R
OPERATING
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RQ3: Software Stack

Application programs

e —

5 O C O m m I tS « s Software

41 scri p’[S Operating system

Execution hardware

Libraries/Utilities include scripts System interconnect conmslnion| . Handware
and embedded libraries. (bus) [
11O :’::;;i&‘t’ﬂ Main
networking R
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' ‘\\1 "
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RQ3: Software Stack

Application programs
Libraries/utilities Software
1 42 Com m |tS « Operating system
Execution hardware
. Memory
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Operating System includes (bus) (
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RQ3: Software Stack

Application programs

Libraries/utilities

e —

1 42 Com m |tS « Operating system

Software

69 Kernels Execution hardware
. Memory
) ) S) —ri . translation K— Hardware
Operating System includes (bus) (
Kernels, Embedded Kernels, VO devices
) ) Main
Drivers and Firmwares and memory
networking .
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RQ3: Software Stack

Application programs
Libraries/utilities Software
1 42 Comm |tS « Operating system |
69 T OS Kernel Execution hardware
54 — Drivers
. Memory
. . S) o ! translation K— Hardware
Operating System includes (bus) (
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* Explicit threading (the
Thread-style): Using the

java.lang. Thread class

* Thread pooling (the
Executor-style): Using the
java.util.concurrent.Executor
framework

* Working Stealing (the
ForkdJoin-style): Using the
java.util.concurrent.ForkdJoin
framework

Understanding Energy Behaviors of
Thread Management Constructs

Gustavo Pinlo Fernando Castor Yu David Liu

Federal Univensity of Permambyc Foden mIverity Pemambeo SUNY Baghamion
ghip@on ioe e castor@o n ufpe or =avwdl Db *ghamton acy
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2ose on 2ardw aredarchitecture | . . Opex
Java peogrammens are faced with sumerous choices in man e,

sysens | A . anc 1

aRing coacurnrent execution on multicore placforms. These

3 # n L '.: LN !' X
choices « ave differers wade-offs (e g, ance, - .

" ; a 1 ’ swich as peogram amal
scalability, and comrectacss goarnantees). This peger analyzes

Vuis mreeremineg mode ks a=d I
m additonal dimension, eseryy conswmption, & peesents ™ ’ i Ing me > i0 7% dag

are also proposed = reoent years. A

m cmpincal study mming 10 illusunate e relationship be

ofien endowed with 2 broa
tween the chowoes and settmgs of thevad managemen: con

4 AL, JOURTNENag Z:‘l:l \‘; e,
irructs aod encrgy comumpton. We conside £ ® !

) Memiees 100 ot
ot thrend masapenmest COMUINcts if )

1 M few Lamgape- e 4
ming. explicit theead creation, fixed-size thread poclag, & =

work stcabng. We further shed light om the energy/pe

wos addross concurrent saftware
mance trade-off of theee “teming knobs™ of these constructs:
wmd the

WENANE eA

tures |, X This = unfoe

the number of threads, the ek dvivion srateg

¢ multicore CPUS

charactenstics of processad daga. Through an

practice in moder

perimestal space exploration over real-workd Java programs,

with moee cores (say 32

L

ps more power $han

duce & I of findisgs about e behavooes of
oc with fewer cores (say | or 1) Esergy optimacation over

concurrent programs, which are not always obvious. The '

S— s nlstorers han the ol o ol S—
sudy serves as 2 hird stop towars mproving eoerg PEOETAMS 00 59 platior has the potental 1o ¥ie -
" avings, but may also face
oency of concurrent peograms on parallel aechitecteres ® J -
We believe a flest step 1o optimi y consumation of

Catepovies and Subject Deseriptors D03 [Comcwrrent

conourTent peogs

B8 10 2N 4 O eosive understand
v behavices. This p

Prograveming ). Parallel programmisg, C4 [Performance g of their ¢

'

* peosents an cmiper

of Systess ] Design Studies wal sudy aviory of

ava oo o multcoee architectures. In o

Crenernd Jerms  Perfoermance and Meoruremens

cul its focus oo how progs
Keywords | gy Consumpeticn, Performance, Thread Man Jecisions s of thread masapement
agoment, Multi-tecaded Programmung. Java CONSINaCTs asurption and s Close

relatve, performance. Uwe

1. Introduction kra-mg Questions

carch 1s motvaied by the fol

IT encrgy consamption keeps rising sieeply ia spite of ad
Vancos in many arcas and energy-officient solwicns are
* ROL. Do atemative thrrad masugesmen! comilru s dave
-t & of g 4 encrRy
- - eitn Sl Ot e sl
‘ | odvuitay - - - “ . F e athonsiup Detween e number of
- A " . -
- o - » -
e f— e ° ik divissom
X A4 L 2014 o A 1 ene
S ATE. SN T 114 * ROM. What is the relatonshop between dads volumea'ne
. ol .

cess amd energy comsumption”

00PSLA14

56




Benchmarks

Embarrassingly parallel: spectralnorm, sunflow,
N-queens

Leaning parallel: xalan, knucleotide, tomcat
Leaning serial: mandelbrot, largestimage

Embarrassingly serial: h?

S/



Benchmarks

* Embarrassingly parallel: spectralnorm, suntlow,

N-qQueens

* Leaning parallel: xalan, knucleotide, tomcat

* Leaning serial: mandelbrot, largestimage

* Embarrassingly serial: h?

. Micro-benchmarks
- DaCapo benchmarks
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Experimental Environment

A 2x16-core AMD CPUs, running Debian
Linux, 64GB of memory, JDK version 1.7.0
11, build 21, "ondemand” governor
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Experimental Environment

A 2x16-core AMD CPUs, running Debian
Linux, 64GB of memory, JDK version 1.7.0
11, build 21, "ondemand” governor
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Linux, 64GE
11, build 21
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Methodology

Starting from the
Thread-style

class Main {

int counter = 0; int coords [DATAN];
void main() {

for (int i = 0; i < THREADN; i++)

(new Bucket()).start();

}
class Bucket extends Thread {

ublic void run() { while(counter<DATAN){ dowork

O

public void dowork() {

int start;

synchronized (Main.this) {
if (counter >= DATAN) return;
start=counter; counter+=DATAN/TASKN;

}

for (int j = 0; j < DATAN/TASKN; j++) {
render (coords [start + jl);

} //end for

33,
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Methodology

class Main {
int counter = 0; int coords [DATAN];
Then to the void main() {
ExecutorService es = Executors.
newFixedThreadPool (THREADN) ;
for (int i = 0; i < TASKN; i++)
es.execute (new Bucket());

Executors-style

}
class Bucket extends Thread {

public void run() { dowork(); }

}}
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Methodology

class Main {
int counter = 0; int coords[DATAN];

void main() {
(new ForkJoinPool (THREADN)) . submit(new Bucket

And finally, the
ForkJoin-style }

class Bucket extends RecursiveAction {

int taskcounter;
Bucket (int taskcounter) {
this.taskcounter = taskcounter;

+

public void compute() {

- if (taskcounter <= TASKN) {
(new Bucket(taskcounter+1)).fork();
dowork() ;

}}}
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Energy (J)

Energy Consumption When Varying the
Number of Threads

Sunflow Mandelbrot
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The A\ Curve
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The A\ Curve
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The A\ Curve

More cores idle

CPU frequency
at a lower level
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The A\ Curve

More cores idle | - More threads used,
CPU frequency program completes sooner
at a lower level i - The greater the ratio
i between speedup and
power, the steeper the \
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Copying vs Sharing

iTportTSt;tic Arzay;.*; {veAction{ class Task extends RecursiveAction{
class Task extends RecursiveAction public Task (User[] u, int from,

public Task (User[] u) {} nt o) {3
protected void compute() { int to .
if (u.length < N) { local(u); } protected void compute() {
else { if (to - from < N)

int split = u.length / 2; local(u, from, to);
else {
User[] ul = copyOfRange(u, O, int split = (from + to) / 2;
split) ;
User[] u2 = copyOfRange(u, invokeAll (
split, u.length); new Task(u, from, split),
new Task(u, from + split, to)
invokeAll (new Task(ul), )
new Task(u2)); }
d }
}
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Copying vs Sharing

izport static Arrays.*; . class Task extends RecursiveAction{
class Task extends RecursiveAction{ . .
, public Task (User[] u, int from,
public Task (User[] u) {} .
. int to) {}
protected void compute() { :
if (u.length < N) { local(u); } pr?tected void compute() {
else { if (to - from < N)

local(u, from, to);

int split = u.length / 2; 1ne £
else

User[] ul = copyOfRange(u, O, int split = (from + to) / 2;
- £y e
5'2 _copyOfRange (u invokeAll (

split, u.length); new Task(u, from, split),

Z o o Ny e Ry — ('. 2 .) ,

. Copying

/3



Copying vs Sharing

import static Arrays.*;
class Task extends RecursiveAction{
public Task (User[] u) {}
protected void compute() {
if (u.length < N) { local(u); }
else {
int split = u.length / 2;

User [] Pi = Cop

Userfl u2 = copy0fRange(u,

“new T‘(")') ;

. Copying
. Sharing »

class Task extends RecursiveAction{
public Task (User[] u, int from,
int to) {}
protected void compute() {
if (to - from < N)
local(u, from, to);
else {
int split = (from + to) / 2;

invokeAll(




Copying vs Sharing

import static Arrays.*;
class Task extends RecursiveAction{
public Task (User[] u) {}
protected void compute() {
if (u.length < N) { local(u); }
else {
int split = u.length / 2;

User[] ni = COp

Userf 2 - °y0 <’

new’raskcﬁz)),

- Copying
. Sharing ”

class Task extends RecursiveAction{
public Task (User[] u, int from,
int to) {}
protected void compute() {
if (to - from < N)
local(u, from, to);
else {
int split = (from + to) / 2;

invokeAll (
new Task(u, from, split),
new_Task(u,}from_f_s§11t4Vto)

+15% of energy savings!
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A Comprehensive Study

on the Energy Efficiency

of Java’s Thread-Safe Collections

Gustavo Pinlo

Kenan Liv

Bad programwmers worry about

he code. G-ood programmers

worry about data sfructures an

their relationships.

/6

hal cach collection mplements, e g, & colloction implementativn
!l performn traversals very efficiently can be more than s
order of magnitode less eficiens than ansther implementacion of
the same collection when & comes 1o imertives

L INTRODUCTION

A question that ofies arises o software development forums
o “since Java has so many collecton implementations, which
o0 should T use™' . Amwers 1o this gueston come o different
favors these collections serve for different purposes and have
diffcremt chasactenistics i terms of performance. scalability
and thread-safety. In $hos study, we comsider ome additonal =-
tribute: emergy effciency. In an era where mobile platfor=s are
prevalent, there is comiderable evideace that batlery usage is &
key factor foe evaloationg end adopting =obile spplications [1]
Ensrgy comumpon estmation 1ools do exist [20, [3], [4], but
they do not provade direct guidance on energy opiieIzation,
ie. bndpng the gap between sndentamding whene energy is
comsumed and understanding bow the code can be madified
= ceder 10 fedace CatIgY COMLMPEon.

Energy optimization & taditionally addressed by hasdware-

bevel (g, [S], 16]) and sysem-level approaches (eg., (7]

[8]). However, it 2as been gaisiag momenoum ia recent
yoary $eoegh spplicatcn-lovel software eogimoenng tech-
miques (5. (9L [10), [11])). The overarching promise of this
emerging direction is that the high-level kmowladge from woft-
wire eagincers ca application desgn mad implementation can
2ok SEnificast Pect Of eneIRy CofSumMpton, is conlinmed

N AT 0w Cormacarc) (g S P e SILANTUCTETHOAC 4 vl s

Fernando Cassor’

Yiu Davad Lin*
samton, USA "UFPE. Braeil

et empirical soudies [12) [13

fSciency, umilarly %o performance and reliability, is a
ic property. Thos, 1t must be tackled across multiple
of the system stack. The space for spplicaton-leved

[14], [1S]. Miceeoves

ly optimezation, howeves, is diverse

thos faper, We cuodate the COCTREY comsumpon of
ot Java thread-safe collections ruaning on parallel ar
. This is & crcal Grection o the junction of data
e competiag and panallel computing, which deserves
Evestipation due 10 & least throe reasons

dlections aee one of the most important building blocks
€ computer programming  Multipheity 2 collection
ay hold mamy peces of data wems is e norm of
e ose, and it ofien contridules 10 significant memory
pressure, and perfoemance peoblenss ia general, of mod-
em pplicatons where data are often isteasive [16], [17
o Not only high-end servers but also deskiop machimes
ssartphones, and tablets nead concurromt programs %o
make best use of Seir multi-coee haedware, A CPU with
more oores (say 32) often dissipates more power an
one with fewer cores (say | or 2) 18] Ia additon, i
mobile placforms soch as Android, due 1o responsiveness
requiresaents, concurmency ® the foem of asyschromous
operahons 1s the noem |19
o Mamstream programmesg langeages ofien peowide a
sumber of implementations for the same collecton and
Deswe inplenentatoas dave potentially Gffesent charac
Rrancs in temms of esergy efficency [20], 121].
Theough exenuve experiments conductad in & multi-core
erviroament, we coercksie energy behavioes of 13 $ecad-wafe
implemestations of Java collections, grouped by 3 well-known

imerfaces (L4 st, Set, and Map), smd $oir teming knobs. Our
research is motivaged by the followisg Questions

ROQL. Do &fferent implemestutions of the same collection have

Gfferent mpacts 0o ensrgy coasumption?

RQL Do differest opentions in e same iplementacon of &

collection consume energy differently?

RQM Do collections scale, from am energy consumption

porspective, with an morcasing number of concusrest
Sreads?

ROQ4. Do differcss collection cosfiguncons and usages have

Gfferent Spacts 0o ensrgy coasumption?

1n onder 20 mmswer RQ1 and RQ2, we select and mnalyze the
bebaviors of throe common operations traversal, macrthion
and removal — for cach collection implementation. To answer

ICSME'16



In case you are a Java
programmer...




- ArrayList
- LinkedList

List<Object> lists = ...

/8



List<Object> lists = new Arrayliste<s();
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Thread Mm@

Ny

List<Object> lists = hew Arraylist<s();

e A
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Non Thread-Safe

- ArrayList
- LinkedList

List<Object> lists = ...

Thread-Safe

- Vector
- Collections.synchronizedList()
- CopyOnWriteArrayList
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List<Object> lists = new Vector<>():
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Thread mm@

Ny

List<Object> lists = hew Vector<>():

et



Thread wm@

N/ Thread-safe!

l.lsf<0bjec’r> lists m Vector<s():

Pl N
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Thread M

Ny

List<Objecty lists = hew Vector<s():

Panta

public class Vector<Es {

public synchronized void addElement(E obj) {|]

public synchronized boolean removeElement(Object obj) {[]

public synchronized E get(int index) {[]
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Thread m@

Ny

List<Objecty lists = hew Vector<s():

Pt

public class Vector<E> {

publicfsynchronized foid addElement(E obj) {[J

publicfsynchronizedf-oolean removeElement(Object obj) { ]

{

publicfsyn;hronizedé get(int index) {[J
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List<Object> lists = new CopyOnWriteArraylist<>();



thread &g W Thread-safe!

List<Object> lists = new CopyOnWriteArraylist<>();

el



Th read

& ( N/ Thread-safe!

List<Object> lls’rs = new CopyOnWriteArraylist<>();

o\

public class CopyOnWriteArraylist<E> |

private E get(Object[] a, int index) {
return_fi'r’iy dex |

}

public boolean add(E e) {
final ReentrantlLock lock = this.lock;
lock.lock();
try {
Object[] elements = getArray();
int len = elements.length;
ObJect[] newElements = Arrays.copyOf(elements, len + 1);

setArray(newElements);
return true;

} finally {
lock.unlock();

}
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Non Thread-Safe

- ArrayList
- LinkedList

List<Object> lists = ...

Thread-Safe

- Vector

- Collections.synchronizedList()
- CopyOnWriteArrayList

?
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List<Object> lists = ...
Set<Objectsy sets = ...

Map<Object, Object> maps = ...
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List<Object> lists = ...

Set<Objectsy sets = ...

?

Map<Object, Object> maps = ...

?
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List<Object> lists = ...
Set<Objectsy sets = ...

Map<Object, Object> maps =

A Comprehensive Study

on the Energy Efficiency

of Java’s Thread-Safe Collections

Gustavo Pinte'  Kesan Liv®

Fermando Castor’ Yo David Lin?

‘IFPA, Brazil  “SUNY Bingtamaton, USA  “UFPE. Brail

Abatroci—Java prograsuserns are served  with  mumerom
cholces of collections, varying from smple sequential ardered
lists to sophisticased dashtable imglementacions, These hakoes
are well-knows o have differest characleritios in teran of
performance, scalabilicy, snd thread afety, and most of them are
well stadied, This paper analyses an additonal dimension, ssergy
efficiency. We conducted an empirical vestigation of 16 collec-
thon implemencations (11 thread safe, ¥ son-thread safe) grouped
under 3 commenly waed foerm of colloctions (livts, sy, and map-
plrgs). Using micre- and real world-beschermirks (TOMOAT and
XALAN) we show that our results are meaningful and impecefiol.
In peneral, we observed thal sisple desiges decidons can greatly
lmpract energy comsumplion. In particudar, we fousd that asing 2
newer hashiahle version can yield a 219 energy savings in the
micre-benchomarks and up o 17% in he real workd Senchmarks,
when compared to the old sssociative implementation Also, we
otwerved that differess dmplementations of the same Siread.
safe colection can bave widely different esery comumplion
Behaviors, This varlagion also agplies 50 the different operacions
thal cach collection Emplenents, eg., & colloction implementativa
hal performn traversals very efficiestly can be more than s
order of magnitode less eficiens than ansther implementacion of
the same colloction when R coanes 1o imertivas

L INTRODUCTION

A question that often arises in software development forums
& “since Java has 50 many collecton implementations, wiich
cne should T ese™' . Amwers 10 this queston come a different
favors these collections serve for different purposes and have
differemt chasactenistics i terms of performance. scalability
and thread-safety. In $os study, we comsider one additonal =-
tribete: energy effciency. In an era where mobike platforms are
prevalent, there is comiderable evideace that batery usage is 2
key factor foe evalaatiog end adopting mobile spplications [1].
Energy comumpeon estimation 1ools do exist [20, [3], [4], but
thoy do sot provide direct guidance on emergy optieization,
ie. brndpag the gap between sndentamding where energy is
comsumed and understanding how the code can be madified
i geder 10 redoce cacIgy COMUMPEOn.

Energy optinization s vaditionally addressed by hasdware-
level (e, [S], 16]) and syseem-level approaches (eg., (7).
[8]). However, it 2as been gaisiag momentum in recent
yoans $eough spplicatcn-lovel software enginoenng toch-
miques (g, (9L [10), [11])). The overarching promise of this
emerging direction is that the high-level knowledge from soft-
wiare eagincers oa application desgn ead implementation can
20k SENifcast MEPect 0n encIgy Cofsumpton, s conlinmed

ol eachoaeriow. Corm/acarch Mg S e S ETUCIET 4O+ Ivasl €
Gaeslnn

bry eecest empirical spudies [12) [13] [14], [IS]. Moeeover,
energy oficiency. similarly %o performance and roliability, is a
sysomic property. Thos, it must be tackled across multiple
levels of the system stack. The space for applicaton-level
energy optimezation, however, is diverse.

In ths paper, we clucdate the energy comsumpton of
different Java thread-safe collections ruaning on parallel ar
chitecoures. This is & critical Srection o the junction of data-
imensve computiag and panallel computing, which deserves
moee isvestigation due 10 & least throe reasons:

o Collections are one of the most important building blocks
of computer programming. Multiphcity — a collection
may hold mamy peoces of data wems — is e norm of
Deir ose, and it ofien contridules 10 significant memory
pressure, and perfoermance peoblenss in general, of mod-
e pplications where data are often isgeasive [16], [17)

o Not cnly high-end servers but also deskiop machines,
soartphones, and tablets nead comcerremt programs %
make best use of their multi-coee haedware, A CPU with
more oores (say 32) often dissipates more power Shas
one with fewer coees (say | or 2) [18] Ia addivon, i
mobile placforms soch as Android, due 1o fespoasivesess
roquiremaenty, concurmency = the foem of asyschromous
operations is the noem [19)

o Mamstream programmong langeages ofien peovide a
sumber of implementations for the same collecton and
Do inpleneatatons have potentially Sffesent charac-
terancs in temms of esergy efficency [20], [121].

Theough exiensve experiments conducted in a multi-core
emviromment, we corrcksie energy behavioes of 13 ecad-wafe
implemestations of Java collections, grouped by 3 well-known
imerfaces (L4 5%, Set, and Map), md $hoir tuening knobs. Our
feseanch is motiveged by the following Questions:

ROQL. Do &fferent implemestgtions of the same collection have
Gfferent mpacts 0o energy consumption?

RQL Do differest opentions in e same iplessentacon of &
collection consume energy differenthy?

RQA Do collections scale, from am energy consumption
porspective, with an mcreasing number of concurrent
Sreads?

ROQ4. Do differest collection cosfiguncons and usages have
Gfferent mpacts 02 energy consumption?

In onder w0 mswer RQ1 and RQ2, we select and malyre e
behaviors of throe common operations — traversal, issortion
and removal — for cach collection implemestation. To answer
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Collections.syncSet()
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Map

LinkedHtashMap
Hashtable

Collections.syncMap()
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16 Collections
s

Arraylist LinkedHashSet
Vector Collections.syncSet()
Collections.synclist() CopyOnWriteArraySet
CopyOnWriteArraylist ConcurrentSkipListSet
ConcurrentHashSet
ConcurrentashSetV8
~ Non thread-safe

Thread-safe
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Map

LinkedHashMap
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Collections.syncMapl)
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ConcurrentdashMap
ConcurrentHashMapV8
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LinkedHashSet
Collections.syncSet()
CopyOnWriteArraySet
ConcurrentSkiplistSet

Map

LinkedHashMap
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Collections.syncMap()

ConcurrentSkiplistMap
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16 Collections

Arraylist LinkedHashSet LinkedHtashMap
Vector Collections.syneSet() Hashtable
Collections.synclist() CopyOnWriteArraySet Collections.syneMapl()
CopyOnWriteArraylist ConcurrentSkipListSet ConcurrentSkiplistMap
ConcurrentashSet ConcurrentttashMap
ConcurrentHashSetVs ConcurrentfashMapV8

X 3 Operations

Traversal Insertion Rewoval
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2 Environments

AMD CPU: A 2x16-core, running Pebian, 24 GHz,
64GB of memory, JUK version 1.70 11, build 21.

Intel CPU: A 2x8-core (32-cores w/ hyper-threading),

running Debian, 2.60GHz, with 64GB of mewory, JPK
version 1.70 71, build 14.
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2 Environments

AMD CPU: A 2x16-core, running Debian, 24 GHz,
6468 of memory, JVK version 1.70 11, build 21.

| Hardware-based energy measurement |
\- _—

Intel CPU: A 2x8-core (32-cores w/ hyper-threading),

running Debian, 2.60GHz, with 64GB of mewory, JPK
version 1.70 71, build 14.

| Software-based energy measurement |§
N
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&

Tomeat

> A web server
> More than 170K lines of Java code
> More than 200 Hashtables
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Tomeat

> A web server
> More than 170K lines of Java code
> More than 200 Hashtables

&

Xalan- Cw

<-‘__ =~ XSLT

Apache Software Foundation

> Parses XML in HTML documents
> More than 188K lines of Java code
> More than 140 Hashtables
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Task:

For each Hashtable
instance, change it for
a ConcurrenthashMap

one. Do it again for
ConcurrentitashMapV8
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So, lets change all Hashtable
instances to ConcurrentHashMap!




implements

2
0" “‘
o! s
L . . 22 ]
Hash’ram ConcurrenttashMap

| |

L 1
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implements

e —

Cloneable

Hashtable |

able
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implements

H‘ Cloneable :
|
L |
[ Hashtable ]
L 4

Map<X.Y> obj = new Hashtable<>();

obj.clonel():

[, Map j:
|

|

|
rconcurren’rHashMaﬂ
| J
L
// works fine
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implements

H‘ Cloneable :
|
L |
[ Hashtable ]
L 4

Map<X.Y> obj = new Hashtable<>();

obj.clonel():

Map<X.Y> obj = new ConcurrentHashMap<();

obj.clonel():

[, Map j:
I

i

L |
F()om:urren’rHatshMau;H
| J
—
// works fine
// compiler error
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. - S

implements oo—r Map 1
E BB EEEEEDRN > 4
|

L J ] ] ]
v Opportunity for improving
., refactoring tools!
4
“0 2

| nttashMap

= -4
Map<X.Y> obj = new Hashtablec>(); AAe ! 3 \ .
obj.clone Panny Pig
Map<X.Y> obj = new ConcurrentHashMap<>();
obj.clonel); // compiler error
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What are the
most common
bottlenecks in
Java parallel
computations?

125

Understanding and Overcoming Parallelism
Bottlenecks in ForkJoin Applications

Yu David Lig?

Gusiave Pio Authory Catino”

UFPA, Brazil  “SUNY Bag
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grovnad tasks, s wadtalea S presvare from aasw K meary
rmarageraest. ForsJors poses 2 unigue gag In e comp ate vk
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bodesecis In Foxs s agplicatiozs, witd 3 snigae focas
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Modern Java applications run on
parallel architectures

java.lang.Thread java.util.concurrent.Executors

e Widely used o Well used
e Low level APl « High Level API
e Error prone o User friendly



Modern Java applications run on
parallel architectures

Forkf Join
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java.lang.Thread java.util.concurrent.Executors ForkJoin

o Widely used e Well used e (an be more used
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Modern Java applications run on
parallel architectures

Forkf Join

ForkJoin

e (an be more used
o Sophisticated API

o Sophisticated
scheduler



Divider and conquer algorithm

Why
ForkJoin? .

¥ @qgustavopinto
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W hy fork() fork()
ForkJoin? /Q\Q
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ForkJoin?
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Divider and conquer algorithm

Why o0
ForkJoin?

fork()

join() join()
fork() fork() fork()
join()

n ForkJoin Task

fork()

¥ @qustavopinto



Work Stealing
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Our corpus of data

AR akka

uul CLOC FRUUKAN,

ForkJoin
Applications

Projects g LoC # Commits | # Bonlenecks

Akka 326,341 20,759 1
itemupdown 4,925 2 2
“Acer 4,476 as p)
educational 1,323 7 2
ecalatuts 253 5 2
knn 3099 27 2
doms~tLransformers 3714 254 2
FoskAndJdoinutility 127 12 2
Solitaire 1527 19 2
mywiki 1,920 17 2
. . Magicfquares 664 153 2

ejisto 12,330 274 2.3

Appl Icatlon exhibitor 15,314 701 2,3, 4

cqd i S815 23 23

retflixoss 231,361 1 23

Prog rammers avaOReDR 2012 18 o 23
Cadira 46085 630 3
gcco 3,849 119 3
conflate 934 9 3

bazzar-base 7.766 15 3.4
DocumentIndexing 1,127 1 4
OS8TPrate 10,721 17 4
Fibonaceci 79 2 5
Mandelkbrot 1,412 30 5
Salitaire 1,527 19 5
Matrices 2,356 15 5
LockedlasedGrid 1,30 1 5
Basic-23locks 4 821 41 5
L A s warp 15,287 338 6
@gusfavopl“‘ro ‘e s,110 6 6
lowlatency 3,018 18 6
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Understanding
Parallelism
Bottlenecks

v

For each version, we measured execution time
and energy consuwmption

Intel CPU: A 2x8-core (32-cores w/ hyper-threading),

running Pebian, 2.606Hz, with 6468 of memory, JOK
version 1.70 71, build 14

JRapl: Software-based energy measurement \

¥ @qustavopinto



Bottleneck #1: Centralized pooling

actors process their own messages

Overcoming INERN=[=]=]=
Parallelism

Bottlenecks

wailbox there is no side effect
actor

¥ @gustavopinto



Bottleneck #1: Centralized pooling

actors process their own messages
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Parallelism
Bottlenecks

wailbox there is no side effect

actor
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Bottleneck #1: Centralized pooling

A akka

Overcoming ING)™= Y@
Parallelism Q O

Bottlenecks

actor actor
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Bottleneck #1: Centralized pooling
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Parallelism
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )

Overcoming @D «— (Oooe
Pa ra”elism actor actor
Bottlenecks
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )

« O

actor

Overcowing
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Bottlenecks
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )

5« O)

actor

Overcowing
Parallelism
Bottlenecks

¥ @qustavopinto



Work Stealing
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ForkdJoin Task
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )

5« O)

actor
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Parallelism
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )

Overcowming 7 <« ()
Parallelism aoror
Bottlenecks
Aakka ( PEcentralized )
@, <« ( )ooo
actor actor

¥ @qustavopinto



Bottleneck #1: Centralized pooling

AQkal ( Centralized )

Overcoming 0 <« ()
Parallelism setor
Bottlenecks
Aakka ( PEcentralized )
| s
@m ....... < o [ [ome.
actor actor

¥ @qustavopinto
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Bottleneck #1: Centralized pooling

AQkal ( Centralized )
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« O
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actor
Aakka ( PEcentralized )
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actor

actor
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Overcoming
Parallelism
Bottlenecks

¥ @qgustavopinto

Bottleneck #1: Centralized pooling

A akka

Runtime (ms)

benchmark original o custom o || speedup
max-throughput 1,861.8 433.4 1,833.0 417.8 1.0 x
single-ping 11,657.7 643.8 89796 | 18155 1.3x
ping-throughput 2,314.9 183.0 701.5 84.7 33x
single-producer 4,008.3 | 1,273.8 4,960.3 | 2,002.8 0.8x
multi-producer 7,120.3 | 1,143.9 82195 | 2,327.0 0.8x
middle-man 3,757.3 195.27 1744.] 195.4 2.1x
mediator 46333 | 241.13 7243 123.6 6.4 x




Bottleneck #1: Centralized pooling

A akka

Runtime (ms)

Overcoming

benchmark original o custom o || speedup

max-throughput 1,861.8 433.4 1,833.0 417.8 1.0 x

s ple=SinglePing. L6311 .. 0438, BW0 .| LEDS. . . JI3X
ara e lsm [ _ping-throughput | 23149 | 1830 [ 70LS | 847 33x_ |

single-producer 008, 213, 4.060.3 | 2,002.8 0.8 %

multi-producer 7,120.3 | 1,143.9 82195 | 2,327.0 0.8x

ottlenecks e T T L A 2
:- mediator 4,633, 41.1 124, 4x |,

¥ @qgustavopinto




Bottleneck #1: Centralized pooling
Runtime (ms)

benchmark original o custom o || speedup

s
overcom'"g maxithrouq‘hpu: 1.8861.8 433.4 1,833.0 417.8 1.0x
Parallelism :,.--.s.mglega.mg-- SOSTT J. 6438 U 89796, LELS. L. :
q 1 - '
Smlunlg:lie~ g.)pzfooddtJx“‘cceez:r 7:I20:3 l:l43:9 3:219:5 2:327:0 0.8 x
Bottlenecks Qe ey e mcrsm |

mediator 4,633, 41.1 4,

ping-throughput 2,314.9 183.0 701.5 84.7

¥ @qustavopinto




Bottleneck #1: Centralized pooling

A akka

s Runtime (ms)
o Ve rc O m l " g benchmark original o || custom o || speedup
max-throughput 1,861.8 433.4 1,833.0 417.8 1.0 x

2ot NP16 P DT e e d M OILT e o Q3B W AVDD s LEDS. U
ping-throughput 2,314.9 183.0 701.5 84.7 '

I e |

Parallelism s |
{ .ﬁpro ucer 08, 273. 060, 17
Bottlenccks [ r=eeerer R T

mediator 4,633, 41.1 724,

80 § —a —— — — &
360
3
A
o
o
o 20
-
w
R ~ - -
4 a 16 32
w H
@QUSfaVOPMTO Micro = max-throughput £ ping-throughput <> multi-producer & mediator
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