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ABSTRACT KEYWORDS

Software testing is a crucial activity to check the internal quality
of a software. During testing, developers often create tests for the
normal behavior of a particular functionality (e.g., was this file
properly uploaded to the cloud?). However, little is known whether
developers also create tests for the exceptional behavior (e.g., what
happens if the network fails during the file upload?). To minimize
this knowledge gap, in this paper we design and perform a mixed-
method study to understand how 417 open source Java projects are
testing the exceptional behavior using the JUnit and TestNG frame-
works, and the Assert] library. We found that 254 (60.91%) projects
have at least one test method dedicated to test the exceptional
behavior. We also found that the number of test methods for excep-
tional behavior with respect to the total number of test methods
lies between 0% and 10% in 317 (76.02%) projects. Also, 239 (57.31%)
projects test only up to 10% of the used exceptions in the System
Under Test (SUT). When it comes to mobile apps, we found that,
in general, developers pay less attention to exceptional behavior
tests when compared to desktop/server and multi-platform devel-
opers. In general, we found more test methods covering custom
exceptions (the ones created in the own project) when compared
to standard exceptions available in the Java Development Kit (JDK)
or in third-party libraries. To triangulate the results, we conduct a
survey with 66 developers from the projects we study. In general,
the survey results confirm our findings. In particular, the majority
of the respondents agrees that developers often neglect exceptional
behavior tests. As implications, our numbers might be important
to alert developers that more effort should be placed on creating
tests for the exceptional behavior.

CCS CONCEPTS
«» Software and its engineering — Software testing and de-
bugging.
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1 INTRODUCTION

Exception handling techniques are important in modern object-
oriented software development. With exceptions, it is possible to
provide greater reliability in the systems’ execution flow, as they
allow abnormal behavior to be detected, reported, handled, and
corrected, when possible [2, 6, 26]. Hence, there are several stud-
ies that try to assess the quality of exception handling code [4, 6],
development patterns [7, 19, 21, 25], or best practices and usage
scenarios [5, 8, 16, 22]. These studies helped researchers and practi-
tioners to better understand and shape novel exception handling
constructs, techniques, and tools.

In this context, exceptional behavior scenarios should be tested
in order to guarantee that an eventual anomalous behavior will be
detected or handled accordingly. Unfortunately, previous studies
have provided initial evidences—based on a study with 10 projects—
that software developers tend to neglect exception behavior test-
ing [3, 13]. This finding is particularly worrying, since the absence
of tests aimed to validate the launching and handling of excep-
tions can compromise precisely their core feature: the reliability
expected to be obtained from their use [7, 8, 17]. In fact, studies
provide evidences that the majority of crashes in Android Apps are
related to exceptions defined in the Android Framework [11]. Thus,
it is possible that a software system presents failures that could
be otherwise avoided through more rigorous testing that handle
exceptional behavior [3, 14], an activity that we call throughout
this paper as “exceptional behavior testing.”

Some natural questions that one may raise in this context are:
How common is for developers to test the exceptional behavior?
Are these tests more common in desktop/server projects when com-
pared to mobile projects? Do developers prioritize testing custom
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exceptions (the ones created in the own project) or standard/third-
party exceptions (from the Java development kit and third-party
libraries)? Unfortunately, despite the vast number of studies that
dealt with exception-handling constructs [5, 8, 16, 21, 22, 25], the
literature is not particularly rich when it comes to empirical stud-
ies that shed evidence on whether developers create tests for the
exceptional behavior of their software systems.

To better understand the landscape of exceptional behavior test-
ing in practice, in this paper we present a mixed-method study
considering: (1) an empirical investigation of over 346,573 test meth-
ods from 417 open source Java projects and (2) a survey with 66
developers from these projects. We employed several criteria for
selecting our corpus of projects, such as the use of JUnit,! TestNG,?
or Assert],? and the use of exceptions. We sorted these projects
by popularity, measured in terms of the number of stars (as of
October 2019). For each project, we selected and downloaded the
latest version available. We categorize these projects using two
dimensions: the platforms (i.e., desktop/server, mobile, or multi-
platform) and the domains (i.e., framework, library, or tool). We then
created a tool that collects metrics related to exception-handling
constructs [9] (i.e., throw statements, throws clauses, and catch
blocks) in the System Under Test (SUT), and exceptions definitions
(custom or standard/third-party). Also, we collect metrics related
to exception-testing constructs (e.g., the expected attribute of the
@Test annotation, fail call right before a catch block) of the JUnit
and TestNG frameworks, and the Assert] library, among many other
metrics.

Our results indicate that the majority of the studied projects—
254 out of 417 (60.91%)—has at least one test method to deal with
the exceptional behavior. However, we found that the number of
test methods for exceptional behavior with respect to the total
number of test methods lies between 0% and 10% in 317 (76.02%)
projects. Also, 239 (57.31%) projects test only up to 10% of the used
exceptions in the SUT. Moreover, we found that mobile developers
tend to create less exceptional behavior test methods than devel-
opers of the other two platforms. When considering the projects’
domains, libraries developers create more exceptional behavior test
methods than developers of the other domains. We also observed
that developers often create more exceptional behavior test meth-
ods that cover custom exceptions in 55.51% of the projects than
standard/third party exceptions. This is particularly the case of
desktop/server (65.38%) and multi-platform (61.74%) projects. Re-
garding the survey, the answers in general are in accordance to
our results. The majority of the respondents (69.70%) believe that
exceptional behavior testing is important. However, 53% agrees
that developers often neglect such tests. Our respondents also no-
ticed that they prioritize the creation of tests that focus on custom
exceptions over standard/third-party ones.

The main contributions of this work is three-fold:

e a quantitative study (based on 417 open source projects) to
understand whether and how developers test the exceptional
behavior of their software systems;

!https://junit.org/junit5/
https://testng.org/doc/
3https://assertj.github.io/
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e a survey with 66 developers (from the projects we studied)
to triangulate with our quantitative results; and

e a tool that is able to, given a Git repository, report a set of
metrics related to testing exceptional behavior.

In this paper, we have the following scope: we focus on Java
automated tests written using JUnit, TestNG, or Assert]; our tool
collects the metrics statically, i.e., we do not run the programs;
we collect all the exceptions used in the SUT (checked and
unchecked). All projects we use in this study are open source.

2 MOTIVATING SCENARIO

We refer to “exceptional behavior testing” as test methods that
expect exceptions to be raised. We illustrate an example in Listing 1.
The test passes in case I1legalArgumentException is raised.

1‘ @Test(expected = IllegalArgumentException.class)

z\ public void negative_throws(){
3\ new TakeIterable<>(Interval.oneTo(5), -1);
4 ‘ }

Listing 1: Exceptional behavior test method example.

Many studies on exceptions and error handling have been devel-
oped along the years [3, 13, 27]. In this context, although the goal
of these works is not to analyze whether or how developers test
the exceptional behavior, they suggest that testing the exceptional
behavior is not quite common. For instance, Gofli et al. [13] claimed
that developers “do not pay equal attention to testing exceptional be-
havior.” Similarly, Bernardo et al. [3] claimed that “manually-written
test suites tend to neglect exceptional behavior.”

Listing 1 was extracted from the eclipse-collections project.*
To evaluate the exceptional behavior, this particular test method
relies on the expected attribute of the @Test annotation (Line 2)
provided by JUnit. This project has 1,726 out of 10,362 test methods
(16.66%) that evaluate the exceptional behavior. However, there
are projects that place less effort in evaluating the exceptional
behavior. For example, despite the similar number of test methods,
the ghidra framework® (a software reverse engineering framework
created and maintained by the National Security Agency) has 348
out of 10,976 test methods (3.17%) aimed to evaluate the exceptional
behavior. Given this scenario, although existing works [3, 13] claim
that developers neglect exceptional behavior testing, they did not
provide an in-depth investigation on whether and how developers
test the exceptional behavior. In this work, we consider a much
higher number of projects (417 versus 10 [13]). We also identify
differences among platforms and domains, correlate the results
with repositories’ characteristics, and triangulate our results with
a survey with 66 participants.

3 EMPIRICAL STUDY

In this section we present our empirical study. First, we introduce
the research questions (Section 3.1). Then we present the studied
projects and the criteria used to select them (Section 3.2). After-
wards, we detail the metrics we use to answer our research ques-
tions (Section 3.3). Also, we describe our tool used to collect and

*https://github.com/eclipse/eclipse-collections
Shttps://github.com/NationalSecurityAgency/ghidra
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analyze data (Section 3.4). Finally, we explain the procedures we
use to perform our survey (Section 3.5).

3.1 Goal and Research Questions

The goal of our study consists of statically analyzing open source
projects for the purpose of assessing whether and how developers
create exceptional behavior test methods from the point of view of
software developers in the context of open source projects.

We intend to answer the following research questions:

e RQ1: Do developers create test methods for the exceptional
behavior?

e RQ2: Do the test methods cover more distinct custom ex-
ceptions or distinct standard/third-party exceptions?

e ROQ3: How do developers perceive the exceptional behavior
testing?

Answering RQ1 is important to understand if developers inten-
tionally create exceptional behavior tests for the exceptions found
in the SUT, and if it is possible to notice different results when
comparing distinct software platforms and domains. Answering
RQ2 is important to verify if developers pay equal attention to
the exceptional behavior regardless of the source of the exception
(i.e., custom or standard/third-party). Answering RQ3 is important
to comprehend how developers perceive the exceptional behavior
testing and to raise developers thoughts and opinions. This might
help researchers and practitioners with developing processes and
tools to focus on exceptional behavior tests.

3.2 Studied Projects

To select the projects for our study, we used the GitHub API to
query and find repositories. We focused on frameworks, libraries,
and tools written in Java. Then, we sorted the resulting list of
projects by the number of stars. As an example, to find libraries
we executed the following query: language: java sort: stars
library. As a stop criteria, we arbitrarily limited our script to fetch
600 repositories. However, some of these projects do not exhibit
the characteristics we are interested. We then excluded repositories
that do not meet the following criteria:

(1) Has at least one custom, standard, or third-party exception
being used in exception-handling constructs (i.e., throws
clauses, throw statements, or on catch blocks) in the SUT;

(2) Has at least one test method using JUnit, TestNG, or Assert].

Criterion (1) indicates that the project under evaluation makes
use of exceptions and, therefore, developers may have a reason to
implement tests for exceptional behavior. Criterion (2) was designed
to eliminate projects that do not do any automated testing using
JUnit, TestNG, or Assert]. Criterion (1) excluded 162 projects while
Criterion (2) excluded 21 more projects. Thus, the empirical study
we report in this paper considers 417 projects.

In the next step, we classified each project considering the plat-
form. In particular, we focused on desktop/server (exclusively), mo-
bile (exclusively), and multi-platform. To perform this classification,
we rely on the javalibs.com website. Given a project, this website
returns—based on maven dependencies—whether the project is
used by mobile and non-mobile projects. For example, when consid-
ering the RxJava project, the website reports that 96% of the projects
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that use RxJava are non-Android projects and 4% of the projects
that use RxJava are Android projects. Therefore, we classify RxJava
as multi-platform. Afterwards, two researchers manually analyzed
each project to confirm the website classification. For the projects
that are not available in the website, we rely exclusively on our
manual classification.

Some of the projects we use in our empirical study include
dropwizard, antlr4, eclipse-collections, docx4j, netty (classified as
desktop/server); bento, hover, picasso, zxing-android-embedded,
joda-time-android, tinker (classified as mobile); and selenium, ja-
coco, guava, junit4, google-cloud-java, google-maps-services-java,
mockito, soot, spring-boot, spring-framework (classified as multi-
platform). In summary, our dataset has 202 (48.44%) desktop/server
projects (78 frameworks, 34 libraries, and 90 tools); 152 (36.45%)
mobile projects (50 frameworks, 60 libraries, and 42 tools); and 63
(15.11%) multi-platform projects (22 frameworks, 35 libraries, and
six tools). Figure 1 illustrates distributions regarding the reposito-
ries ages, repository activity, LOC, stars, and contributors of the
projects.

3.3 Collected Metrics

(1) Number of Distinct Used Exceptions (NDUE): Number of dis-
tinct exceptions found in throw instructions, throws clauses,
and catch blocks in the SUT;

(2) Number of Distinct Used Custom Exceptions (NDUCE): Num-
ber of distinct custom exceptions found in throw instruc-
tions, throws clauses, and catch blocks in the SUT;

(3) Number of Distinct Used Standard/Third-party Exceptions
(NDUSTE): Number of distinct standard/third-party excep-
tions found in throw instructions, throws clauses, and catch
blocks in the SUT;

(4) Number of Test Methods (NTM): Total number of test meth-
ods;

(5) Number of Exceptional Behavior Test Methods (NEBTM): To-
tal number of test methods with exception-testing constructs;

(6) Number of Distinct Tested Exceptions (NDTE): Total number
of distinct exceptions used in at least one test method and
in the SUT;

(7) Number of Distinct Tested Custom Exceptions (NDTCE): Total
number of distinct custom exceptions used in at least one
test method and in the SUT;

(8) Number of Distinct Tested Standard/Third-party Exceptions
(NDTSTE): Total number of distinct standard/third-party
exceptions used in at least one test method and in the SUT.

3.4 Tool Description and Usage Scenarios

We developed a tool [10] that analyzes Git repositories. For each
repository, the tool performs a syntactic analysis on Java code. This
tool was based on JavaParser,® a lightweight library for supporting
syntactic analysis in Java code, version 3.13.2.

Our tool identifies exception-handling constructs [9] (i.e., throw,
throws, and catch) in the SUT. It also identifies exception-testing
constructs from JUnit (i.e., assertThrows call, the expected at-
tribute of the @Test annotation, and the ExpectedException rule),
from TestNG (i.e., the expectedExceptions attribute of the @Test

®https://javaparser.org


javalibs.com
https://javaparser.org

EASE 2020, April 15-17, 2020, Trondheim, Norway

140

w
=}
S

[}

120

Francisco Dalton, Marcio Ribeiro, Gustavo Pinto, Leo Fernandes, Rohit Gheyi, and Baldoino Fonseca

400

100 8
z & ~
G5
£ 80 2 200 o
S S =
g 3 &
o 60 = D4
< £ 100 =
40 g
3
20
0
: : ! X X X
Desktop/ServerMobile Multi-platforn Desktop/ServerMobile Multi-platforn D p
(a) Ages. (b) Commits per month.

(c) LOC.

40k
30k , 200
s
12 >
I 2 200
& 20k S
[s}
o
10k 100
0 0
v v ‘ ‘ ‘ . " .
er Mobile Multi-platforn Di rMobile Multi-platforn Desktop/Server Mobile Multi-platforn

(d) Stars. (e) Contributors.

Figure 1: Dataset distributions. The white dot represents the median.

1 public <T> T convertIfNecessary(...) throws
TypeMismatchException {
2 try {
3 return this.typeConverterDelegate...;
4 } catch (ConverterNotFoundException | IllegalStateException
ex) {
5 throw new ConversionNotSupportedException(value,
requiredType, ex);
6 } catch (ConversionException | IllegalArgumentException ex) {
7 throw new TypeMismatchException(value, requiredType, ex);
8 3
9 3

Listing 2: Examples of exception-handling constructs.

annotation), and from Assert] library calls (i.e., assertThatThrown-
By, asserThatExceptionOfType, assertThatIOException). Also,
our tool identifies a fail call right before a catch block, which
is common in tests written in JUnit, TestNG, and Assert]. During
the identification of the constructs, our tool collects the exceptions’
names being used in the source code and in the test methods.

To better explain how our tool works, consider the code snip-
pet from the Spring-Framework’ project shown in Listing 2. If
this code was analyzed by our tool, the exception TypeMismatch-
Exception described in the throws clause (Line 2) would be col-
lected. Moreover, the exceptions ConvertedNotFoundException
(Line 6), I11egalStateException (Line 6), ConversionException
(Line 9), and I1legalArgumentException (Line 9) would also be
collected, because they are used inside catch blocks. Finally, the ex-
ceptions ConversionNotSupportedException (Line 7) and Type-
MismatchException (Line 10) would also be collected because they
are used within a throw instruction.

Listing 3 shows a test method to test exceptional behavior. In
this case, our tool would collect the exception in the first parameter
of the assertThrows method (Line 4), which in this case is the
IllegalStateException exception.
| @Test
‘ void invalidExpressionEvaluationType() {

\ IllegalStateException exception =
\
\

assertThrows(IllegalStateException.class, ...);
4

}
Listing 3: assertThrows method call example.

Similarly, we can collect the exceptions used in the expected
attribute of the @Test annotations (see Listing 1, Line 2). Our tool
can also collect the exceptions used with the ExpectedException

Thttps://github.com/spring-projects/spring-framework

Table 1: Three metrics results from our code snippets.

Metric | Custom | Standard or Third-Party
NDUE 4 2
NDTE 1 2
NEBTM 1 2

rule. Listing 4 illustrates an example. In this case, the tool would
collect the I1legalArgumentException exception (Line 6).

1| @Rule
2‘ public ExpectedException expectedException =

\ ExpectedException.none();
5| @Test
4‘ public void addPropertiesFilesToEnvironmentWithNullContext() {
5\ expectedException.expect(IllegalArgumentException.class);
6‘ 3

Listing 4: ExpectedException rule example.

Our tool also collects the exceptions being used in the catch
blocks right after a call to the fail method (Listing 5). To test
the exceptional behavior, the developer expects the TypeMismatch-
Exception (Line 6) to be thrown and thus the test execution would
not reach the fail method call. In case the execution reaches the
fail method call, the test fails.

1] @Test

z\ public void setEnumProperty() {

3 ‘ try {

4\ fail("Should have thrown TypeMismatchException");
5\ } catch (TypeMismatchException ex) {

6 ...

7 ‘ }

8 ‘ 3

Listing 5: fail method call example.

The tool also labels each exception as custom (an exception
created in the own project), standard (readily available in the Java
development kit), or third-party (available in third-party libraries
exceptions).

Table 1 shows the exceptions found in Listings 2-5. The I1legal-
ArgumentException,and I1legalStateException exceptions are
labelled as standard/third-party. The remaining ones are labelled
as custom exceptions. In this case, we can see that our tool would
have found six distinct exceptions being used in the SUT and would
have found tests only for three exceptions. This tell us that 50% of
the distinct used exceptions have been tested.
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3.5 Survey Data

Our survey intends to cross-validate the findings observed in the
mining study. The survey has two main sections. The first focuses
on developers background and general information (i.e., Java ex-
perience, platforms, and domains in which they work with, and
demographics information). The second section asks participants (i)
to rate the importance of exceptional behavior testing, (ii) whether
they prioritize custom or standard/third-party exceptions when
writing tests, and (iii) to evaluate the following sentence: “Software
developers neglect tests that focus on exceptional behavior.”

The participants of our survey are developers of the projects we
studied. We developed a script that selects the contributors that
made commits with the “test” keyword in the commit message. We
sent e-mails to 2,259 developers inviting them to participate in the
survey. We sent the actual questionnaire on October 8th, 2019. Dur-
ing the period of 14 days we received 66 responses (a 2.92% response
ratio). The respondents are from North America (22.73%), South
America (3.03%), Europe (60.61%), Asia (6.06%), Eurasia (4.55%),
Oceania (1.52%), and undefined (1.52%). The majority of the partici-
pants (60.60%) has more than 10 years of experience in Java. The
respondents are knowledgeable (63.60%) and very knowledgeable
(33.40%) with Java Testing frameworks.

4 RESULTS AND DISCUSSION

In this section we answer our research questions and discuss the
results we obtained. All data, scripts and the tool created in this
study are also online available in our companion website [10].

RQ1: Do developers create test methods for the
exceptional behavior?

We found that 254 out of 417 (60.91%) projects have at least one
test method for exceptional behavior (NEBTM > 0). When consid-
ering the platforms, we notice that 149 out of 202 (73.76%) projects
of the desktop/server platform and 52 out of 63 (82.54%) multi-
platform projects have NEBTM above zero. The result is much
lower when considering the mobile platform: only 53 out of 152
(34.87%) projects have at least one test method for exceptional be-
havior. Regarding the domain, libraries have the highest numbers in
all platforms: 85.29% (desktop/server), 41.67% (mobile), and 82.86%
(multi-platform) of the libraries have at least one test method for
exceptional behavior.

However, the numbers we illustrated so far do not have a ratio
related to the total number of test methods of each project. To do
so, for each project, we divided the number of exceptional behavior
test methods by the total number of test methods (NEBTM/NTM
in Table 2). As illustrated in Figure 2 (at the right-hand side, com-
bining all domains), the great majority of the projects—317 out of
417 (76.02%)—dedicate up to 10% of the test methods to exceptional
behavior. More specifically, the number of test methods for excep-
tional behavior with respect to the total number of test methods
lies between 0% and 10% in 76.24% of the desktop/server projects; in
84.87% of the mobile projects; and in 53.97% of the multi-platform
projects. The medians for NEBTM/NTM in Table 2 are: 4.02% for
desktop/server; 0% for mobile; and 9.38% for multi-platform.

We also found strong Spearman [1] correlations in all platforms
regarding NEBTM and non-Exceptional Behavior Test Methods

EASE 2020, April 15-17, 2020, Trondheim, Norway

Table 2: Collected metrics to answer RQ1. NEBTM = Number
of Exceptional Behavior Test Methods; NTM = Number of Test
Methods; NDUE = Number of Distinct Used Exceptions; NDTE
= Number of Distinct Tested Exceptions.

NEBTM/ NDTE/
‘ NEBTM ‘ NTM‘ NTM ‘ NDUE‘ NDTE‘ NDUE ‘

2 119.15 | 1,122.59 7.27% | 50.92| 1064 |  18.44% | mean

5 330.35 | 2,624.11 12.33% | 46.68 16|  19.49% | std

% 0 1 0% 3 0 0% | min

E 9.50 256 4% 37 4| 1213% | 50%

= 2111 16,699 100% | 252 77| 73.91% | max
B 10747 | 111950 | 1031% | 56.21| 1338 |  26.45% | mean

g 264.75 | 3,309.40 |  10.63% | 78.92| 2020 |  24.44% | std

§ g 0 15 0% 1 0 0% | min
g = 21 362 8.42% | 34.50 7| 20.94% | 50%
2 1,519 | 19,556 40% | 460 | 104 100% | max
5 60.69 | 61733 7.80% | 38.79| 542 | 11.46% | mean
i P 24142 | 1,814.61| 14.12% | 38.89| 13.69| 14.48% | std
A 3 0 1 0% 3 0 0% | min
= 4 97 3.06% | 27.50 2 5.38% | 50%

2,164 | 15707| 8473%| 257| 118|  66.67% | max
9114 | 896.96 8.02% | 4641| 878| 16.68% | mean

_ 282.64 | 2,440.73 |  12.89% | 5077 | 16.06 |  19.13% | std

= 0 1 0% 1 0 0% | min

7| 19450 4.02% 34 3| 10.20% | 50%

2,164 | 19,556 100% | 460 | 118 100% | max
2 3970 | 655.10 2.89% | 31.56| 490|  12.48% | mean

5 134.05 | 2,345.87 4.80% | 55.89| 1230 | 23.71% | std

g 0 1 0% 1 0 0% | min

g 0 16.50 0% 12 0 0% | 50%

= 806 | 15077 | 16.86% | 337 65 100% | max
i 11.22| 13498 429% | 14.18| 202| 12.68% | mean

g 2824 | 33057 7.02% | 1931| 4.09|  20.12% | std

g 0 1 0% 1 0 0% | min

N 3 o 2250 0% 9 0 0% | 50%
3 144 1,922 26.26% 130 17 100% | max
2 1.69 24.26 430% | 1650 | 043 2.87% | mean
P 5.09 5013 |  11.12% | 14.86| 1.11 8.12% | std

3 0 1 0% 1 0 0% | min

= 0 450 0% 12 0 0% | 50%

28 276 | 48.15% 60 6 40% | max
17.95 | 27548 384% | 2054 | 253 9.90% | mean

_ 79.99 | 1,379.23 7.79% | 3578 | 7.69|  19.43% | std

= 0 1 0% 1 0 0% | min

0 10 0% 10 0 0% | 50%

806 | 15077 | 48.15% | 337 65 100% | max
2 362.50 | 2,387.05| 13.21% | 68.18| 2841| 37.41% | mean

5 598.07 | 3,933.30 | 11.11% | 78.92 | 44.06 | 37.64% | std

% 0 2 0% 4 0 0% | min

§ 79.50 1163 | 11.04% 46 12| 34.20% | 50%

= 2329 | 16924| 3438%| 374| 194| 160.53% | max
i 259.03 | 1,936.46 | 11.32% | 3343 | 12.03| 32.58% | mean

g 661.27 | 443093 | 11.32% | 2830 | 14.96 |  32.82% | std

g g 0 6 0% 2 0 0% | min
8 = 35 391 9.65% 26 8|  21.43% | 50%
= 3462 | 22539 4% | 122 70 125% | max
= 2017 | 53733 3.67% 39| 3.83| 10.82% | mean
e P 4116 | 61441 375% | 37.68| 6.05| 12.81% | std
= S 0 39 0% 11 0 0% | min
= 4 235 2.86% | 27.50 | 150 5.56% | 50%

104 1,333 7.97% | 108 16|  33.33% | max
27241 | 1,96056 | 11.25% | 46.10| 1697 | 32.19% | mean

608.46 | 4,037.08 | 10.96% | 54.14 | 29.33|  33.73% | std

= 0 2 0% 2 0 0% | min

40 409 9.38% 36 7 20% | 50%

3462 | 22,539 41% | 374| 194| 160.53% | max

(NTM-NEBTM), i.e., 0.84 (p-value 2.61_55) for desktop/server, 0.76
(p-value 6.88730) for mobile, and 0.84 (p-value 1.727'8) for multi-
platform. This way, the lack of exceptional behavior test methods
might be related to the absence of test methods in general.
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Figure 2: Ratio of NEBTM/NTM.

Furthermore, for each project we also calculate the ratio of the
Number of Distinct Tested Exceptions (NDTUE) to the Number
of Distinct Used Exceptions (NDUE) (see column NDTE/NDUE in
Table 2). Our intention is to understand whether each of the excep-
tions used in throw instructions, throws clauses, and catch blocks
has at least one corresponding test method. Figure 3 illustrates
the distribution of these ratios for all projects. We notice that 239
out of 417 (57.31%) projects test only up to 10% of the used ex-
ceptions. When considering the platform, 52.97% (desktop/server),
73.03% (mobile), and 33.33% (multi-platform) of the projects test up
to 10% of the used exceptions. In terms of domain, 55.33% (frame-
works), 42.64% (libraries), and 73.19% (tools) of the projects test
up to 10% of the used exceptions. We found medium Spearman
correlations in all platforms regarding NDTUE/NDUE and the num-
ber of contributors of the projects, i.e., 0.37 (p-value 4.7978) for
desktop/server, 0.42 (p-value 4.2378) for mobile, and 0.51 (p-value
1.837%) for multi-platform. This way, as the number of contributors
grows, there might be a better chance of also growing the number
of test methods for exceptions used in the SUT.
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Figure 3: Ratio of NDTE/NDUE.

We observed that libraries developers tend to write more ex-
ceptional behavior test methods to a higher number of distinct
exceptions than developers of the other two domains. In contrast,
developers of the mobile platform tend to write less exceptional be-
havior test methods when compared to developers of the other two
platforms. Previous work has reported a large study with 2,486 open-
source Android apps and found that the majority of the crashes in
these apps is related to exceptions defined in the Android frame-
work [11]. Since the great majority of the mobile projects studied
are from the Android platform, an interesting hypothesis is to test
whether the lack of exceptional behavior tests is leading to the re-
ported crashes. We can also check if the maturity of the majority of
the multi-platform projects (e.g., Spring-framework, jacoco, junit4,
mockito, RxJava, and selenium) is leading to better numbers than
the desktop/server and mobile platforms. However, testing these
hypotheses is out of the scope of this paper.
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We also observed several projects (127 out of 417, i.e., 30.45%) cre-
ating test methods for exceptions not used in the SUT. This means
that there is, for example, a test method with @Test (expected =
E.class) and E is not used in the SUT. For example, the mockito
project has test methods for 53 exceptions, but only 36 of them are
used in the SUT.

RQ2: Do the test methods cover more distinct
custom exceptions or distinct
standard/third-party exceptions?

Table 3 presents the summary of the Number of Distinct Used
Custom Exceptions (NDUCE) and the Number of Distinct Used
Standard/Third-party Exceptions (NDUSTE) of all projects. Column
NDUE represents the Number of Distinct Used Exceptions and is
calculated by the sum of NDUCE and NDUSTE. Notice that the sum
of both median ratios NDUCE/NDUE + NDUSTE/NDUE) is 100%
(see the median values of NDUCE/NDUE and NDUSTE/NDUE in
Table 3, e.g., 10% and 90% in multi-platform libraries, respectively).
According to the results, developers tend to use more commonly
standard/third-party exceptions than to create and use new ones in
their projects. Figure 4 presents the distributions of NDUCE/NDUE
and NDUSTE/NDUE. Notice that NDUSTE/NDUE has higher ratios.
Also, notice that the NDUCE/NDUE ratio is generally below 40%.
The highest median ratio is achieved by the multi-platform frame-
works (23.53%). The opposite (NDUCE/NDUE > NDUSTE/NDUE)
happens in only seven projects: ghidra, XChange, j2objc, cosbench,
spring-framework, airline, and platform_frameworks_base. In ad-
dition, the multi-platform tools are the only ones to use custom
exceptions in all projects, but the sampling of this group is very
small (i.e., six projects), as presented in the row “projects” in Table 3.
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Figure 4: Ratios of NDUCE/NDUE and NDUSTE/NDUE.

Table 3 also presents the Number of Distinct Tested Custom Ex-
ceptions (NDTCE) and the Number of Distinct Tested Standard/Third-
party Exceptions (NDTSTE). To analyze the distribution of these
metrics related to the Number of Distinct Tested Exceptions (NDTE),
for all projects we also compute NDTCE/NDTE and NDTSTE/NDTE
(again, the sum of both ratios is 100%). However, we have projects
where no exceptions have associated tests. Thus, we removed these
projects to avoid divisions by zero. Therefore, the row “projects” in
Table 3 has different numbers (e.g., in the first row (desktop/server
frameworks), the number of projects dropped from 78 to 56 projects).
Figure 5 shows the distribution of the NDTCE/NDTE and NDT-
STE/NDTE ratios. Notice that in the majority of the projects there
are more distinct standard/third-party exceptions with test methods
when compared to distinct custom exceptions.

Our results suggest that standard/third party exceptions are
more used throughout the SUT (i.e., ratios NDUCE/NDUE and
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Table 3: Collected metrics to answer RQ2. NDUCE = Number of Distinct Used Custom Exceptions; NDUSTE = Number of Distinct
Used Standard/Third-party Exceptions; NDUE = Number of Distinct Used Exceptions; NDTCE = Number of Distinct Tested Custom
Exceptions; NDTSTE = Number of Distinct Tested Standard/Third-party Exceptions; NDTE = Number of Distinct Tested Exceptions.

NDUCE/| NDUSTE/ NDTCE/| NDTSTE/| NDTCE/| NDTSTE/
‘ NDUCE‘ NDUSTE‘ NDUE‘ NDUE‘ NDUE‘ NDTCE‘ NDTSTE‘ NDTE‘ NDTE‘ NDTE‘ NDUCE‘ NDUSE‘

- 78 78 78 78 78 78 78 78 56 56 68 68 | count
= 15.36 3556 | 50.92 22.12% 77.88% 4.03 4.88 8.91 35.44% 64.56% 26.18% 12.09% | mean

z 22.94 25.67 | 46.68 16.25% 16.25% 7.53 7.03 |  13.94 27.98% 27.98% 27.69% 13.17% | std

£ 0 2 3 0% 33.33% 0 0 0 0% 0% 0% 0% | min

= 5 29 37 18.98% 81.02% 1 2 3 38.60% 61.40% 20.84% 7.90% | 50%

138 133 252 66.67% 100% 34 34 65 100% 100% 100% 53.12% | max
34 34 34 34 34 34 34 34 29 29 31 31 | count
3 14.65 4156 | 56.21 17.91% 82.09% 4.18 635| 1053 26.88% 73.12% 34.16% 17.31% | mean

E 27.58 52.94 | 78.92 13.08% 13.08% 9.68 7.16 | 1579 22.24% 22.24% 31.58% 15.32% | std

8 2 0 1 1 0% 42.48% 0 0 0 0% 22.22% 0% 0% | min
g = 450 3050 | 34.50 17.03% 82.97% 1 450 5.50 27.27% 72.73% 33.33% 15.38% | 50%
2 143 317 460 57.52% 100% 56 30 86 77.78% 100% 100% 70% | max
g 90 90 90 90 90 90 90 90 60 60 64 64 | count
i 8.82 29.97 | 38.79 12.95% 87.05% 237 2.40 477 32.67% 67.33% 28.75% 8.14% | mean
[a 2 25.64 2292 3889 14.82% 14.82% 11.25 358 | 1253 36.29% 36.29% 36.93% 9.40% | std
& 0 3 3 0% 11.28% 0 0 0 0% 0% 0% 0% | min

2.50 26| 27.50 8.86% 91.14% 0 1 1 26.79% 73.22% 11.80% 3.85% | 50%

228 135 257 88.72% 100% 104 17 109 100% 100% 100% 31.71% | max
202 202 202 202 202 202 202 202 145 145 163 163 | count
12.33 34.08 | 46.41 17.33% 82.67% 331 4.02 7.34 32.58% 67.42% 28.71% 11.53% | mean

= 25.05 31.03 | 50.77 15.62% 15.62% 9.69 595|  13.80 30.73% 30.73% 32.26% 12.67% | std

=< 0 1 1 0% 11.28% 0 0 0 0% 0% 0% 0% | min

4 27 34 14.82% 85.18% 0 2 2 30.43% 69.57% 20% 7.69% | 50%

228 317 460 88.72% 100% 104 34 109 100% 100% 100% 70% | max
- 50 50 50 50 50 50 50 50 17 17 30 30 | count
= 8.40 2316 | 3156 12.01% 87.99% 1.22 2.98 4.20 22.38% 77.62% 10.33% 9.35% | mean

H 2857 30.19 | 55.89 14.33% 14.33% 3.82 7.25|  10.61 28.90% 28.90% 20.57% 14.12% | std

g 0 1 1 0% 45.40% 0 0 0 0% 0% 0% 0% | min

& 1 11 12 6.70% 93.30% 0 0 0 10% 90% 0% 0% | 50%

184 153 337 54.60% 100% 22 36 58 100% 100% 66.67% 55.56% | max
60 60 60 60 60 60 60 60 24 24 24 24 | count
2 2.02 1217 1418 6.43% 93.57% 0.33 145 1.78 13.13% 86.87% 14.59% 12.20% | mean

E 5.87 13.86 | 19.31 9.11% 9.11% 1.07 275 3.52 23.68% 23.68% 26.20% 14.89% | std

= 0 1 1 0% 67.69% 0 0 0 0% 0% 0% 0% | min

© = 0 8 9 0% 100% 0 0 0 0% 100% 0% 9.09% | 50%
= 42 88 130 32.31% 100% 6 13 14 100% 100% 100% 53.33% | max
2 42 42 42 42 42 42 42 a2 7 7 12 12 | count
1.40 1510 | 1650 3.93% 96.07% 0.07 0.33 0.40 16.67% 83.33% 12.78% 3.52% | mean

- 331 1232 1486 7.30% 7.30% 0.26 0.93 111 23.57% 23.57% 29.47% 9.01% | std

& 0 1 1 0% 73.33% 0 0 0 0% 50% 0% 0% | min

0 12 12 0% 100% 0 0 0 0% 100% 0% 0% | 50%

16 51 60 26.67% 100% 1 5 6 50% 100% 100% 31.25% | max
152 152 152 152 152 152 152 152 48 438 66 66 | count
3.95 1659 | 2054 7.58% 92.42% 0.55 1.64 2.20 16.92% 83.08% 12.33% 9.33% | mean

= 17.06 2085 | 3578 11.15% 11.15% 2.33 4.62 6.63 25.45% 25.45% 24.13% 13.80% | std

< 0 1 1 0% 45.40% 0 0 0 0% 0% 0% 0% | min

0 9 10 0% 100% 0 0 0 0% 100% 0% 0% | 50%

184 153 337 54.60% 100% 22 36 58 100% 100% 100% 55.56% | max
" 22 22 22 22 22 22 22 22 18 18 18 18 | count
= 22.18 46 | 68.18 21.37% 78.63% 10.77 10.05 |  20.82 36.74% 63.26% 42.36% 21.46% | mean

z 42.68 39.17 | 78.92 15.19% 15.19% 25.19 1181 3535 30.59% 30.59% 29.61% 16.37% | std

g 0 4 4 0% 45.45% 0 0 0 0% 0% 0% 0% | min

£ 11 35 46 23.53% 76.47% 2 7.50 9.50 34.52% 65.48% 50% 25.90% | 50%

204 170 374 54.55% 100% 116 44 160 100% 100% 100% 57.14% | max
35 35 35 35 35 35 35 35 29 29 26 26 | count
2 6.86 2657 | 33.43 12.23% 87.77% 2.23 6.54 8.77 25.39% 74.61% 52.26% 26.53% | mean

E 12.88 17.92 | 2830 13.16% 13.16% 3.39 6.80 9.36 24.95% 24.95% 34.22% 20.70% | std

g 2 0 2 2 0% 50% 0 0 0 0% 0% 0% 0% | min
S = 2 24 26 10% 90% 1 5 7 18.18% 81.82% 50% 19.44% | 50%
3 61 78 122 50% 100% 14 29 41 100% 100% 100% 78.95% | max
oy 6 6 6 6 6 6 6 6 5 5 6 6| count
E 8.33 30.67 39 19.88% 80.12% 1.67 1.67 3.33 50.77% 49.23% 26.39% 3.82% | mean
= < 10.41 28.01| 37.68 11.35% 11.35% 2.73 242 4.84 50.03% 50.03% 29.07% 6.49% | std
& 1 7 11 6.98% 63.64% 0 0 0 0% 0% 0% 0% | min

3.50 2350 | 27.50 20.84% 79.16% 0.50 0.50 1.50 53.85% 46.15% 25% 1.25% | 50%

28 80 108 36.36% 93.02% 7 6 13 100% 100% 58.33% 16.67% | max
63 63 63 63 63 63 63 63 52 52 50 50 | count
12.35 33.75| 46.10 16.15% 83.85% 5.16 730 | 1246 31.76% 68.24% 45.59% 21.98% | mean

= 27.74 29.02 | 5414 14.25% 14.25% 15.46 8.89 |  22.66 30.28% 30.28% 32.57% 19.17% | std

< 0 2 2 0% 45.45% 0 0 0 0% 0% 0% 0% | min

3 28 36 13.33% 86.67% 1 4 7 22.50% 77.50% 50% 17.80% | 50%

204 170 374 54.55% 100% 116 44 160 100% 100% 100% 78.95% | max
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Figure 5: Ratios of NDTCE/NDTE and NDTSTE/NDTE.

NDUSTE/NDUE) and that there are more standard/third party ex-

ceptions being tested (i.e., ratios NDTCE/NDTE and NDTSTE/NDTE).

Notice that we obtain the first two ratios by analyzing exclusively
the SUT. Also, we obtain the other two ratios by analyzing exclu-
sively the test methods. Now our intention is to understand, given
the distinct used exceptions throughout the SUT, how many have
associated test methods?

To do so, we take the Number of Distinct Tested Custom Excep-
tions (NDTCE) and divide by the Number of Distinct Used Custom
Exceptions (NDUCE). Likewise, we divide the Number of Distinct
Tested Standard/Third-party Exceptions (NDTSTE) by the Number
of Distinct Used Standard/Third-party Exceptions (NDUSTE). To
better explain these ratios, consider the ghidra project. This project
has 138 distinct used custom exceptions (NDUCE) and 114 distinct
used standard/third-party exceptions (NDUSTE). Regarding the
tests, we have 33 tested custom exceptions (NDTCE) and 16 tested
standard/third-party exceptions (NDTSTE). This way, when calcu-
lating the ratios we achieve the following: 33/138 = 23.91% and
16/114 = 14.03%. Notice that, despite the relatively close numbers
of distinct used custom exceptions (i.e., 138) and standard/third-
party (i.e., 114), the test methods cover more custom exceptions
than standard/third-party ones. Once again, we discarded projects
that lead to a division by zero in columns NDTCE/NDUCE or NDT-
STE/NDUSTE, and the final number of projects in each platform
and domain is presented at the row “projects” in Table 3. Figure 6
illustrates the distribution of these ratios. According to our results,
in 141 out of 254 (55.51%) projects the tests cover more custom
exceptions than standard/third-party ones. However, the ratio in
favor of custom exceptions is higher when considering the desk-
top/server (92 out of 149, i.e., 61.74%) and multi-platform projects
(34 out of 52, i.e., 65.38%). The opposite happens for the mobile
platform, where only 15 out of 53 (28.30%) projects cover more cus-
tom exceptions. Only six out of 254 (2.36%) projects (i.e., mockito,
spring-batch, vavr, spring-data-redis, thumbnailator, and RxJava)
have test methods that cover more than 50% of both the distinct
used custom and standard/third-party exceptions.

Thus, our results suggest that, for the projects we analyzed,
developers tend to create more test methods for distinct custom
exceptions than for distinct standard/third-party exceptions in two
platforms (i.e., desktop/server and multi-platform). We performed
a statistical test to check if this difference is statistically significant.

We used the ratios NDTCE/NDUCE and NDTSTE/NDUSTE as in-
put. First, we applied the Shapiro-Wilk test [23] to formally test for
normality in each platform. After applying this test, we verified that
our data do not follow a normal distribution. Therefore we applied
the Mann-Whitney U Test [1]. We follow the convention of consid-
ering a factor as being significant to the response variable when
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p-value < 0.05. For the desktop/server and multi-platform projects
we have significant differences (i.e., p-value 1.0773 and 1.307%, re-
spectively) between the cover ratios of custom and standard/third-
party exceptions. However, the same result cannot be observed in
the mobile platform, in which no significant statistical differences
was found (i.e., p-value 0.25).
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Figure 6: Ratios of NDTCE/NDUCE and NDTSTE/NDUSTE.

RQ3: How do developers perceive the
exceptional behavior testing?

Overall, 66 developers completed our survey. Figure 7 summarizes
the survey results. The majority of the respondents (69.70%) consid-
ers exceptional behavior testing as important. Moreover, 37.90% of
the participants prioritize custom exceptions over standard/third-
party, which is also in accordance to the findings of RQ2, in partic-
ular when considering desktop/server and multi-platform projects.
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7-10 years -13 (19.7%) Important 27 (40.9%)
o, Somewhat 0

<1year 1(1.5%) lmpm’;‘g: 1(1.5%)
[ [ 1

10 20 30

o -
o
N
o
w
o
N
o
o -

(a) Java experience. (b) Exceptional tests importance.

Does not 35 (53.0%) stongy I (106%)
28 (42.4%
Custon | 27 0% Agree

Exceptions
Standard o CIE 25(37.9%)
N 5 (7.1
Third-party . 7.8%) Disagree 5(7.6%)
None 1(1.5%) Strongly ¢ (1.5%)
Disagree

I I I I I I 1 1 1
0 10 20 30 40 0 10 20 30

(c) Prioritization. (d) “Developers tend to neglect”

Figure 7: Survey Answers.

Regarding the sentence “Software developers neglect tests that
focus on exceptional behavior,” the majority (53%) of the participants
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agrees with it. This way, the results are in sharp agreement with
the findings of RQ1. Also, some developers left some comments
on this sentence, and we noticed that some of these are similar.
To better understand them, two researchers independently read
the comments. Then, they agreed that 34 out of 39 comments fit
into 8 categories. Comments with disagreements with respect to
which category they belong to were discarded. Figure 8 presents
the comments according to these categories in terms of a word
cloud.

As can be observed, the majority of respondents stated that
developers usually write tests for the “Happy Paths”

Developers neglect test in general

Minority of the tests
We do not neglect them

Rarely prioritized

Focus on Happy Path
Exceptions are harder to test
| cannot agree or disagree

Exceptions are obvious points for failure

Figure 8: Word Cloud presenting 8 categories of the com-
ments.

“It’s much easier to write tests that check the success
case. Writing tests for failure cases is a little harder”
“Developers usually focus on the common or ‘good’ cases.”
“Most applications only do sunshine tests.”

Also, we found comments that highlight the low importance
given by some developers for the exceptional behavior testing.

“The least important of all tests.”

“Exceptional behavior testing is rarely prioritized.”
“It’s often ignored because of the assumption that it only
applies to an edge case.”

On the other hand, we also found participants that mentioned
that exceptional behavior testing cannot be neglected.

“My team at least does not neglect them.”

“Exceptions are [...] some of the first things that I consider
when writing unit tests.”

“In my team we pay attention to it.”

5 THREATS TO VALIDITY

The tool developed and applied in this study is not able to identify
all the exceptions used in the throw instructions, throws clauses,
and catch blocks, as well as in JUnit, TestNG, and Assert] exception-
testing constructs. This is due to the fact that such instructions allow
the use of Superclasses (e.g., Exception or RuntimeException),
and other object-oriented complex features such as polymorphism,
inheritance, reflection, or generic types. In addition, we observed
that both the source code and the test methods might be structured
in different ways, which hinder their parsability (e.g., a throw in-
struction in which the exception is wrapped in a method call and
a throws clause parameterized with a generic type). To sum up,
our tool was not able to properly identify the exceptions used in
approximately 3.50% of the exception-handling constructs, and in
approximately 4.50% of test methods.
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Also, our projects might have tests written using testing frame-
works not covered by our tool. Nevertheless, we focus on very
common Java testing technologies (i.e., JUnit, TestNG, and Assert]).
Thus, we do not expect major differences in the results.

Our selection process lies in the use of the GitHub query API and
in the number of stars. The number of stars is a strong indicator on
the number of developers interested in the project [24]. However,
if the number of stars of some projects has been inflated by, for
instance, the use of automated tools, projects with little relevance
may have been included as objects of this study. We mitigate this
threat by employing a criterion to assess whether the selected
project has automated tests.

Our classification per platform and domain may represent a
threat. Besides the use of a website that relies on maven dependen-
cies and of a GitHub query, two researchers checked the classifica-
tion independently, minimizing this threat.

Our survey relies on the “test” word to select potential partici-
pants. This way, we may select developers not experienced in tests,
since the word is too general and may not be related to the scope of
this paper. However, the participants of our survey reported they
have great experience in Java and in Java testing frameworks.

6 RELATED WORK

Previous works aim to extend the coverage of testing for exception
handling constructs. Goffi et al. [13] presented Toradocu, a tool
that automatically generates tests from comments extracted from
Javadoc. Also, they conducted a study based on 10 open source Java
libraries and concluded that developers “do not pay equal attention
to testing exceptional behavior.” To conclude that, they used one
metric, i.e., they computed the throw statement coverage in com-
parison to other code instructions. They observed that the throw
statement coverage is usually significantly low. Bernardo et al. [3]
proposed an agile approach to define exceptional behavior of a sys-
tem throughout the software development processes. They claim
that “manually-written test suites tend to neglect exceptional behav-
ior” Despite these claims, the objective of both works [3, 13] is
not to analyze whether and how developers test the exceptional
behavior, i.e., they neither provided an in-depth investigation as
we do nor a study to better understand the developer’s thoughts.
Differently, this is our main focus. So, we analyze 417 open source
Java projects, use several metrics (collected based on parsing activi-
ties), and also compare custom and standard/third-party exceptions.
Also, our study investigates whether there are differences in our
numbers with respect to software platforms and domains. Finally,
we also conduct a survey to confirm our quantitative results.
Romano et al. [20] used a genetic algorithm that evolves a popula-
tion of test data to cover paths between input parameters and code
statements that throws potential null pointer exceptions. Other
works also try to extend the coverage of exception code, but with
support of fault injection. Fu et al. [12] developed a compiler-
directed fault injection static analysis to support white-box cov-
erage testing of exception handlers. Martins et al. [15] presented
VerifyEx, a tool that uses code instrumentation to exercise exception-
handling constructs to increase the coverage rate when testing
exceptional behavior. These works provide tools to automatically
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or semi-automatically improve the generation of tests for excep-
tion handling constructs. We also provide a tool, but to collect
metrics regarding not only exception-handling constructs but also
exception-testing constructs.

Osman et al. [18] performed an analysis on 90 Java projects and
evaluated how developers use the different types of exceptions
(custom, standard, and third-party). Differently, we checked if the
tests cover more custom exceptions or standard/third-party ones.

7 CONCLUDING REMARKS

We performed an empirical study to analyze whether and how
developers test the exceptional behavior in practice. To do so, we
implemented a tool to collect several metrics related to exception-
handling constructs; and exceptional-testing constructs. We per-
formed our study in 417 open source Java projects from three plat-
forms and three domains.

We found that 254 out of 417 (60.91%) projects have at least one
test method dedicated to exceptional behavior. To better analyze this
scenario, we also compute the ratio of the number of exceptional
behavior test methods to the total number of test methods. We found
that this ratio lies between 0% and 10% in 317 (76.02%) projects.
Regarding used exceptions in the SUT, 239 (57.31%) projects test
only up to 10% of them. We found that mobile developers in general
pay less attention to exceptional behavior tests when compared
to desktop/server and multi-platform developers. We also noticed
that libraries have more exceptional behavior test methods when
compared to frameworks and tools. We found more test methods
covering custom exceptions over standard/third-party exceptions
in desktop/server and multi-platform projects. Our statistical tests
showed that this difference is significant in both platforms. Finally,
we also conducted a survey to triangulate our results. In general,
the collected answers confirm our findings.

We conclude that exceptional behavior testing is rare and indeed
might be considered an exception. However, when considering
multi-platform projects and libraries, the scenario is a bit better
and these tests might not be so rare. Since developers tend to neglect
exceptional behavior tests, one potential direction to improve this
scenario is the use of automatic test suite generation tools.

As future work, we intend to execute the projects’ test suites.
So, we would not consider distinct exceptions, but all the locations
they appear in the SUT. We also intend to consider other testing
frameworks, and one more domain: applications.
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